Chromatin is of major relevance for gene expression, cell division, and differentiation. Here, we determined the landscape of Arabidopsis thaliana chromatin states using 16 features, including DNA sequence, CG methylation, histone variants, and modifications. The combinatorial complexity of chromatin can be reduced to nine states that describe chromatin with high resolution and robustness. Each chromatin state has a strong propensity to associate with a subset of other states defining a discrete number of chromatin motifs. These topographical relationships revealed that an intergenic state, characterized by H3K27me3 and slightly enriched in activation marks, physically separates the canonical Polycomb chromatin and two heterochromatin states from the rest of the euchromatin domains. Genomic elements are distinguished by specific chromatin states: four states span genes from transcriptional start sites (TSS) to termination sites and two contain regulatory regions upstream of TSS. Polysome regions and the rest of the euchromatin can be connected by two major chromatin paths. Sequential chromatin immunoprecipitation experiments demonstrated the occurrence of H3K27me3 and H3K4me3 in the same chromatin fiber, within a two to three nucleosome size range. Our data provide insight into the Arabidopsis genome topology and the establishment of gene expression patterns, specification of DNA replication origins, and definition of chromatin domains.

INTRODUCTION

The genetic information is packed into chromatin consisting of DNA and all associated proteins that contribute to its structure and function. The nucleosome is the structural unit of chromatin and is made of 147 bp of DNA wrapped around a histone protein octamer core formed by two molecules of each histone H2A, H2B, H3, and H4. At first sight, this may seem a static and repetitive structure. However, this is far from reality, since at least three major sources of variations exist. One is DNA modifications, primarily cytosine methylation (Law and Jacobsen, 2007). Another is the plethora of posttranslational modifications of histones that most frequently include acetylation, methylation, phosphorylation, and ubiquitination, among others (Berger, 2007; Kouzarides, 2007). Finally, individual histone molecules can be replaced within the nucleosome by histone variants such as H2A.Z and H3.3 with the aid of various histone chaperones and remodeling complexes (Filipescu et al., 2013; Skene and Henikoff, 2013). Altogether, these variations provide a very high combinatorial diversity at individual genomic loci (Berger, 2007; Kouzarides, 2007). Additionally, nucleosome positioning can also vary and nonhistone proteins that function as readers, erasers, and writers of histone marks increase the local complexity across the genome. This large diversity of chromatin composition has significant consequences, for example, in transcription (Berger, 2007; Lee et al., 2010) and genome replication (Dorn and Cook, 2011).

The first effort to identify chromatin types was performed in Drosophila melanogaster cells using genomic information of 53 chromatin proteins (Filion et al., 2010). This allowed the identification of five major chromatin states, namely, heterochromatin, Polycomb, repressed, and two types of active chromatin regions. A more recent study based on 18 histone modifications in Drosophila cultured cells identified nine chromatin states (Kharchenko et al., 2011), whose functional significance was investigated by integrating chromosome organization with data of DNase I hypersensitivity, RNA transcripts, and nonhistone protein binding.
A similar approach was performed in the model plant *Arabidopsis thaliana* using information derived from histone marks across tiling arrays of chromosome 4 (Roudier et al., 2011). In this case, four major chromatin states (heterochromatin, Polycomb, active genes, and intergenic regions) were reported. It was found that these chromatin domains are frequently small due to the compact nature of the *Arabidopsis* genome and appear interspersed with each other. Indeed, the *Arabidopsis* genome is particularly attractive for genomic studies since it is relatively small (~125 Mb), fully sequenced, and well annotated. Furthermore, genome-wide epigenomic maps of a large collection of histone marks, CG methylation, and histone variants have been reported. The availability of this full genomic information permitted us to ask whether, in addition to the classical active and repressed states, other predominant combinations of marks could be identified in the *Arabidopsis* genome. Here, we used genome-wide data of 11 histone modifications, CG methylation, nucleosome occupancy, and three histone variants, together with DNA sequence features to carry out a high-resolution study of chromatin signatures defining chromatin states throughout the entire genome. In this article, we expand the current view of the *Arabidopsis* epigenomic organization, reporting nine chromatin states identified through a maximum likelihood probabilistic model that optimally describes chromatin features and their positional order. The model parameters were carefully optimized, and we tested that the resulting states are robust with respect to changes in the parameters of the analysis. Although we cannot exclude that a larger number of states describes finer details of the genome organization, the nine states that we report provide a robust description that is a good compromise between economy and accuracy. Interestingly, the topographical relationships between chromatin domains indicate preferential association of certain chromatin states. Our data provide a ground for a better understanding of the linear organization of the genome and the relevance and/or preference that certain signatures of genomic elements may have for either establishing gene expression patterns or specifying DNA replication origins. Furthermore, they are a useful resource to identify potentially relevant structural and functional elements, or combinations of them, in the *Arabidopsis* genome.

RESULTS AND DISCUSSION

High-Resolution Identification of Chromatin States

Our computational procedure started from the published profiles of nine histone modification marks (H3K9me2, H3K27me1, H4K5ac, H3K4me1, H2Bub, H3K36me3, H3K4me2, H3K4me3, and H3K27me3), three histone variants (H2A.Z, H3.1, and H3.3), the nucleosome density (total H3 histone content), the genomic G+C content, and CG methylated residues (Supplemental Data Set 1) (Bernatavichute et al., 2008; Zilberman et al., 2008; Zhang et al., 2009; Costas et al., 2011; Roudier et al., 2011; Stroud et al., 2012). In addition, we generated genome-wide chromatin immunoprecipitation (ChIP)-chip data for H3K9ac and H3K14ac. This rendered a total of 16 genome-wide chromatin and DNA sequence features that we have combined for the analysis.

These genomic profiles were homogenized by projecting them onto windows of fixed size w that cover the whole genome and gently smoothed to take care of windows where no data are present (see Methods). The histone modifications were normalized by the local nucleosome content and all data were subjected to principal component analysis (PCA) to reduce their dimensionality. We then clustered from two to six principal components (PCs) describing the chromatin marks of the genomic fragments, fitting the sequence of components across the genome to a Hidden Markov Model with K hidden states, similar to the method adopted by Kharchenko et al. (2011). The parameters of the analysis, window size w, smoothing parameter s, and number of PCs were optimized to maximize the minimum separation between states (see Figure 1A and Methods). The optimal parameters are almost independent of K in the range K ≤ 10, and we chose the values w = 150 bp that coincide approximately with the size of DNA wrapped around the nucleosome core and produce 794,305 genomic fragments, s = 0.1, and PC = 4, one more than the number of principal components contributing to the variance more than average.

The first principal component (PC1) can be interpreted largely as gene expression potential, since it separates histone modifications associated with heterochromatin, which contribute negatively, from marks associated with euchromatin, which yield a positive contribution. The Polycomb mark H3K27me3, which is known to be a repressive mark, enters PC1 with a positive sign. The second (PC2) weights H3K27me3, which gives the dominant contribution, together with H2A.Z and H3K27me1, while all other marks give negative contributions. PC3 weights the presence of heterochromatin marks and the activation marks H3K4me3 and H3K36me3. PC4 separates from the rest a different combination of open chromatin marks, namely, H2A.Z, H3K9ac, H3K14ac, and H3K4me3, together with the histone components H3 and H3.1. The clusters that define distinct chromatin states were sorted according to the first PC, so that globally chromatin state 1 contains the largest set of histone modifications associated with open/active chromatin and the state with the largest index corresponds to the silenced pericentromeric heterochromatin.

To choose a convenient number of chromatin states, we examined the interstate similarity defined as the normalized scalar product of chromatin signatures q, whose value is one for completely identical sets of distinctive features (see Methods). With K = 9 states, the maximum similarity is q = 0.80, which increases to q = 0.86 for 10 states, suggesting that the additional state only provides minor distinctions with respect to the nine states (rendering essentially the same biological information in a more economic way). These reasons led us to conclude that nine states render a solid and coherent biological interpretation of the *Arabidopsis* genome, without excluding that new chromatin information could help in the future to refine the current knowledge.

Distinctive Properties of *Arabidopsis* Chromatin States

Chromatin state 1 (red; Figure 1B) is characterized by high amounts of H3K4me2 and H3K4me3, H3 acetylation, H3K36me3, and H2Bub, typically associated with transcribed regions and
Figure 1. Genome-Wide Annotation of the Arabidopsis Chromatin Defined by Specific Signatures.

(A) Optimization of parameters. The smoothing parameter (left panel), number of PCs (middle panel), and window size (right panel) were optimized based on the minimum similarity between clusters. See Methods for further details.

(B) Prevalent chromatin states, as a result of a PCA, as described in the text, were defined by a combinatorial pattern of genomic features. They are characterized by a unique combination of values (positive and negative z-score indicate values above or below the average in the genome, respectively).
transcription start sites (TSSs; see also below) and by a relatively low nucleosome density, enriched in H3.3 and H2A.Z.

A similar set of active marks but also including high levels of the repressive modification H3K27me3 defines the chromatin state 2 (salmon; Figure 1B). This state presents lower levels of H3K36me3, H2Bub, H3.1, and nucleosome density, the latter possibly due to its higher than average AT richness.

Chromatin state 3 (magenta, Figure 1B) is defined by high levels of histone H3K4me1, H2Bub, H3K36me3, and H3K4me2/3, is highly depleted in Polycomb marks, and is de

While chromatin states 1 and 3 are very similar in histone modification marks, they differ in their enrichment in certain genomic elements. Thus, 37.5% of the genome with chromatin state 1 colocalizes with promoter and 5’ untranslated regions, whereas only ~7% of state 3 chromatin associates with these elements (Figure 1C). Interestingly, the promoter-5’UTR (red; state 1) and transcriptionally elongating (magenta; state 3) chromatin states correspond qualitatively with similar states of the Drosophila genome (Filion et al., 2010; Kharchenko et al., 2011). Conversely, association studies with genomic elements revealed that 29.1% of state 2 overlaps with promoters and 32.3% with intergenic regions (Figure 1C).

State 4 (gold, Figure 1B) is similar to state 2, maintaining H3.3, H2A.Z, and high levels of H3K27me3 but with reduced levels of marks typical of active transcription. In fact, chromatin state 4 largely overlaps with noncoding intergenic regions (66.2%). However, in this state, the overlap with putative promoters increases (from 10.9 to 19.4%) when we consider as promoters regions of up to 1000 bp upstream of the TSS instead of 650 bp (Figure 1C; Supplemental Figure 3), suggesting that this chromatin in state 4 could correspond to the most upstream region of promoters. Therefore, whereas states 1 and 3 tend to be present at the 5’ half of genic regions, states 2 and 4 seem to be more characteristic of intergenic regions containing proximal (state 2) and distal (state 4) promoter elements and perhaps regulatory regions.

State 5 (gray, Figure 1B) corresponds to the typical Polycomb-regulated chromatin and is defined by a lower than average amount of all marks analyzed except for high levels of H3K27me3 and moderate H2A.Z, within a nucleosome context enriched in H3.1. It is worth noting that H3K27me3 is also present to a significant amount in chromatin states 2 and 4, as has been observed in the Drosophila genome (Kharchenko et al., 2011). Chromatin state 5 colocalizes primarily with intergenic regions (63.9%; Figure 1C) and to a lesser extent with genic regions (32.7%; Figure 1C). This is fully consistent with the differences between H3K27me3 targets in plant and animal cells (Zhang et al., 2007). This chromatin state also emerged in previous studies in Arabidopsis (Zhang et al., 2007; Roudier et al., 2011) and in Drosophila as the Polycomb chromatin (Filion et al., 2010; Kharchenko et al., 2011).

Chromatin state 6 (brown, Figure 1B) is typically an intragenic state (52.7%), and it is characterized by a slight enrichment in H2A.Z, a higher than average nucleosome density, and H3K4me1, typical of gene bodies (Figure 1B).

Likewise, state 7 (green, Figure 1B) is also intragenic and has H3K4me1, H2Bub, and H3K36me3 as the most prominent marks. Strikingly, this state appears almost exclusively related to intragenic regions (97.2%), with 55.6 and 34.3% colocalizing with coding sequences and introns, respectively (Figure 1C), roughly similar to the Drosophila chromatin state located preferentially at introns (Kharchenko et al., 2011). It is interesting to note that, although most chromatin states colocalize to different extents with genes, state 7 is associated with transcription units longer than average (Supplemental Figure 3). This state 7, together with state 4, is difficult to assimilate to any of the chromatin states identified in Drosophila (Filion et al., 2010; Kharchenko et al., 2011).

Heterochromatin is defined by enrichment in H3.1, CG methylation, H3K9me2, and H3K27me1, as already known (Bernatavichute et al., 2008; Cokus et al., 2008; Jacob et al., 2010; Stroud et al., 2012). Interestingly, we can identify two distinct types of heterochromatic regions distinguished by their C+G content: GC-rich heterochromatin (navy, state 9; Figure 1B) and the less frequent AT-rich heterochromatin (sky blue, state 8; Figure 1B). The Polycomb and heterochromatin states largely coincide with two states identified previously (Roudier et al., 2011). We found that chromatin state 8 colocalizes preferentially with intergenic regions (51.2%) and transposon elements (TEs; 28.6%), of which 42% correspond to TEs and only 4.5% to TE genes (TEs are larger genomic elements that may contain one or more TE genes associated with them). However, the more GC-rich chromatin state 9, typically corresponding to heterochromatic pericentromeric regions, is mostly located at intergenic regions (46.5%) and transposable elements (46.0%), with a large proportion of both TEs (18.2%) and TE genes (27.8%) (Figure 1C).

A previous study integrating epigenomic maps in Arabidopsis chromosome 4 described four main chromatin states, namely, active, repressed, silent, and intergenic domains (Roudier et al., 2011). In that report, a large amount of the genome was considered as globally active (31%) or undefined (28%) chromatin. The high resolution of our analysis allowed a significant amount of each of the chromatin features considered. Error bars represent the ±se of the mean. This number is estimated as the total number of windows divided by the correlation length of the mark considered.

(C) Relationship between genomic elements and chromatin states. The overlap (in base pairs) between the indicated genomic elements and each chromatin state was computed and expressed as a percentage. A promoter region of 0.65 kb was considered. Note that TEs are large genomic elements that may have one or more TE genes associated with them. Here, the class TE refers to genomic regions that contain TEs but do not overlap with TE genes.

(D) Relationship between gene expression level and chromatin states. RNA sequence reads normalized per kilobase and million reads (RPKM) obtained in whole seedlings (15 d old; see Methods) were computed for each chromatin state. Note the agreement with data presented in (B).
advancement to this view, based on the identification of specific signatures within open chromatin: four states (1, 3, 6, and 7) primarily related with promoter and distinct regions within gene bodies and two additional states (2 and 4) mainly containing intergenic regions. Furthermore, analysis of gene expression levels (Kurihara et al., 2012) revealed that in addition to the two heterochromatic states (8 and 9), chromatin states 2, 4, and 5 are those containing the lowest amount of RNA transcripts (Figure 1D), consistent with their preferential location associated with intergenic regions and/or genes enriched for H3K27me3.

The GC content may affect nucleosome density and CG methylation, and there is a strong GC bias depending on the nature of genomic elements. Thus, a potential risk of our analysis is that including the GC content may bias toward differentiating between genetic elements rather than bona fide chromatin states. Therefore, we repeated the PCA without including the GC content and found essentially the same nine chromatin states (Supplemental Figure 4) but the likelihood was slightly less, indicating that the GC content is a valuable data set contributing positively to discriminate the different chromatin states.

A summary of representative signatures defining each of the nine chromatin states is shown in Figure 2. The full list of genomic coordinates defining each chromatin state is provided in Supplemental Data Set 2. These coordinate files can be used in genome browsers for convenient visualization of chromatin states (see also below).

**Identification of Genomic Regions Sharing H3K27me3 and H3K4me3 Histone Modifications**

Most of the identified states are characterized by previously described combinations of marks, such as H3K4me2, H3K4me3, H3 acetylation, or H3K36me3 in the most active states and H3K9me2 associated with H3K27me1 in heterochromatin (Deal and Henikoff, 2011; Feng and Jacobsen, 2011; Henikoff and Shilatifard, 2011). Surprisingly, our analysis identified genomic regions with somewhat unexpected combinations of histone modifications (e.g., H3K4me3 and H3K27me3). This observation could be the result of two different, though not mutually exclusive, scenarios: regions carrying one of the marks in one sub-population of cells/tissues and the other mark in another and/or both marks occurring concomitantly in the same chromatin fiber and defining a state at the cellular level.

To experimentally address these possibilities, we performed a sequential ChIP (re-ChIP) in which chromatin was immunoprecipitated first using anti-H3K27me3 antibody and second using anti-H3K4me3 antibody. This strategy allows the purification of the chromatin molecules that carry both modifications simultaneously. We focused on state 2 chromatin since it is characterized by relatively high amounts of both H3K27me3 and H3K4me3 and by having a higher gene density (Figure 3A). We also included another region lacking these histone modifications, as a negative control (state 6; Figure 3A).

![Figure 2. Representative Genomic loci with Distinct Features Defining Each Chromatin State.](image)

Integrated Genome Browser (Nicol et al., 2009) views illustrating genomic regions containing each color-coded chromatin state characterized by their combinatorial profiles of chromatin and DNA sequence features. Note that each panel contains one to four domains of each type (blank regions between them are occupied by other chromatin states that have been omitted in the figure for simplicity).
Each of the regions analyzed was significantly enriched relative to a control region in the first ChIP with anti-H3K27me3 (Figure 3B) and additionally enriched in the second ChIP with anti-H3K4me3 (Figure 3C; see Methods for details). These results show that in all cases analyzed a large fraction of chromatin that contains H3K27me3 also holds H3K4me3 in the same molecule.

To rule out that the enrichments obtained after the second immunoprecipitation step were due to carried-over first antibody (anti-H3K27me3) present in the first eluate, a control with no antibody was performed during the second ChIP. The background ratios obtained in this control clearly confirmed that the observed enrichments in the second ChIP were produced by the second antibody (anti-H3K4me3) and not by traces of H3K27me3 antibody from the first ChIP (Figure 3C, gray bars).

The sequential ChIP was performed also in the reverse order of immunoprecipitation (first using anti-H3K4me3 antibody and anti-H3K27me3 as the second antibody). Again, the regions analyzed were significantly enriched for the simultaneous presence of both modifications (Figures 3C and 3D). Notably, region Chr1-16,578 kb (genomic region a in Figure 3A) that has lower amounts of H3K4me3 compared with the other regions analyzed, both in the epigenomic map data and in the primary ChIP data (Figure 3A), also holds lower values of enrichment in the re-ChIP experiments. Nevertheless, it is still enriched relative to the control region (and also for regions enriched only in H3K27me3; data not shown). These data ascertain the validity and sensitivity of the experimental procedure. Altogether, our results clearly identify a true epigenetic state at the cellular level defined by the coexistence of H3K27me3 and H3K4me3 in the same chromatin fiber, at least in a subpopulation of cells/tissues in the seedling. Based on the size of sheared DNA for the ChIP experiments (200 to 600 bp), our results indicate that these modifications could coexist, if not in the same nucleosome particle, in adjacent nucleosomes. A large fraction of these regions might also present alternative states with either H3K27me3 or H3K4me3, corresponding to the complete repression or activation of the associated genes in the different tissues and/or cell differentiation stages. Our sequential ChIP results directly point to the occurrence of bivalent regions similar to those described in mammalian pluripotent and primary cells (Bernstein et al., 2006; Roh et al., 2006). Overlap between H3K4me3 and H3K27me3 marks was observed in a number of genes in a study comparing chromatin profiles and gene expression in two different cell types of the Arabidopsis root, although their simultaneous presence in the same chromatin fiber was not assessed (Deal and Henikoff, 2010). A global analysis of chromatin regions containing simultaneously H3K4me3 and H3K27me3 is under way to understand their role during development.

Domain Organization of the Arabidopsis Genome

About half of the Arabidopsis genome (50.1% of the bins covering the entire genome) contains marks associated with expressed genes and proximal upstream promoter regions (states 1, 2, 3, 6, and 7), whereas 21.6 and 13.5% of the genome corresponds to heterochromatin (states 8 and 9) and Polycomb-regulated regions (state 5), respectively. The remaining 14.8% corresponds to chromatin state 4, primarily associated with intergenic regions (Figure 4A), which appears as a “hub” state that characterizes the transitions between the three big groups of chromatin states described above.

Neighbor fragments of 150 bp belonging to the same chromatin state were grouped together to define chromatin domains with more biological relevance. Interestingly, the relative amount of active chromatin domains is high, a situation particularly evident for chromatin states typical of the promoter and 5′-end of genes (states 1, 2, and 3; 47.2%). However, the opposite occurs for the heterochromatin domains (states 8 and 9; 9.4%; Figures 4A and 4B), as active domains tend to be smaller than the large inactive chromatin domains (Figures 4A and 4B). The largest number of domains is found for states 2 and 4 (Figures 4A and 4B).

Domain sizes are roughly exponentially distributed, with the exception of the GC-rich heterochromatin (state 9) that is broadly distributed (Supplemental Figure 5). The typical size of each chromatin domain is similar in states 1 through 6 (except classic Polycomb state 5), ranging from ~0.7 kb (states 1, 2, and 3) to 1.0 to 1.3 kb (states 4 and 6), whereas the state with the largest domains is the typical pericentromeric heterochromatin (state 9). Polycomb-associated chromatin (state 4) and the intragenic state 7 exhibit intermediate domain sizes (Figure 4C; Supplemental Figure 5), in agreement with data indicating that, unlike in animal cells where the H3K27me3 targets occupy ~20- to 50-kb-long genomic regions, the H3K27me3 domains in Arabidopsis are preferentially restricted to smaller regions (Zhang et al., 2007). The typical GC-rich heterochromatin (state 9) is organized in large domains. If we join the two heterochromatin states 8 and 9, the size distribution of the combined state becomes almost a power law, indicating the absence of a characteristic scale (Supplemental Figure 6).

Relationship of Chromatin States to Genes

To further determine possible relationships between each chromatin domain and transcriptional organization of the genome, we aligned the genomic states with TSS, transcriptional termination site (TTS), and gene bodies, including TE and various noncoding RNAs. We found a striking coincidence of active chromatin state 1 with TSS, whereas the intragenic states 3, 7, and 6 were enriched inside gene bodies, ~1.0, ~1.9, and ~2.3 kb downstream of TSS, respectively (Figure 5A). State 6 is the dominant state near TTS (Figure 5A); conversely, the TTSs peak at the center of state 6 domains (Supplemental Figure 7). States 2 and 4, which have a higher A+T content and H3K27me3 show a different pattern since they peak at ~0.4 and ~1 kb upstream of the TSS, respectively (Figure 5A), suggesting that they preferentially contain gene regulatory elements.

Interestingly, the genes that overlap with state 7 are on average much longer than genes that do not contain it (Supplemental Figure 3), so that this relatively rare state characterizes long genes, whereas genes that overlap with the AT-rich states 2, 4, and 5 are the shortest ones. This is suggestive of a transcription-dependent generation of chromatin marks, where gradients of distinct histone modifications along the genomic units could define predominant chromatin signatures.

A complementary way to visualize this organization consists of representing the genomic marks that define the nine states
Figure 3. ChIP and Sequential ChIP Analyses.

(A) Browser views of genomic loci containing unexpected combinations of H3K4me3 and H3K27me3 observed in chromatin state 2 (a to d). The rightmost panel represents a randomly chosen control region with none of the mentioned histone modifications. At the bottom of each panel are depicted the positions of the primers used for the quantitative PCR analysis.

(B) Real-time PCR enrichment ratios of the indicated sites for H3K27me3 modification relative to the control region, detected by ChIP.

(C) Real-time PCR ratios reflecting the fold enrichment of the analyzed regions after sequential chromatin immunoprecipitations with H3K27me3 antibody and subsequently H3K4me3 antibody. Controls for the ChIP specificity (Control IgG) and for the second ChIP (H3K27me3 → no Ab) are presented.

(D) Real-time PCR enrichment ratios of the indicated sites for H3K4me3 modification relative to the control region, detected by ChIP.

(E) Real-time PCR ratios reflecting the fold enrichment of the analyzed regions after inverted order of sequential chromatin immunoprecipitations (first H3K4me3 antibody and second H3K27me3 antibody). Error bars in (B) to (E) represent the sd of the duplicates in one representative experiment. Controls for the ChIP specificity (Control IgG) and for the second ChIP (H3K4me3 → no Ab) are also presented.
with respect to the TSS and TTS (Figure 5B) or with respect to the center of the domains of each of the nine states (Supplemental Figure 7). Thus, the marks typical of active transcription, H3K4me2, H3K4me3, H3K36me3, and the histone variant H2A.Z peak slightly upstream of the TSS, and slightly upstream of the center of the state 1 domains, and H3K4me1 is high at the center of state 7 domain, where the nucleosome content is also much above average (Supplemental Figure 7). A sharp peak of H3K27me3 and H2Bub characterizes the center of state 2, immediately upstream of the TSS, whereas the center of the hub state 4 and canonical Polycomb state 5 are characterized by H3K27me1 and H3K27me3, respectively.

The highly accessible and highly inaccessible regions identified by DNase I sensitivity (Shu et al., 2012) provide another interesting characterization of the genomic states. As expected, the promoter- and TSS-associated state 1 is highly accessible (Figure 6). However, remarkably, state 3, preferentially located just downstream of promoters, is even more accessible. The intragenic chromatin (states 6 and 7) with an average accessibility follows promoter chromatin (state 1) in this rank. On the contrary, the heterochromatin states are the most inaccessible, with state 9 being more inaccessible than state 8 (Figure 6). This observation is in agreement with the higher AT content of state 8, which is associated with a reduced nucleosome density and an enrichment in TE genes, suggesting that the transcriptional potential of these elements might contribute to a milder inaccessibility when compared with the classic GC-rich heterochromatin (state 9).

Genome-Wide Topographical Relationships between Chromatin States

A simple inspection of our data strongly suggests that chromatin states associate with each other in a nonrandom manner, as clearly visualized in Figure 7A. To gain quantitative insight into the large-scale organization of chromatin domains, we analyzed the spatial relationship between nearby domains by computing the propensities of each pair of chromatin states to be adjacent along the genome (see Methods). A positive propensity indicates that the pairs of domains co-occur more frequently than expected at random. Strikingly, we found that each of the nine chromatin states have very strong propensities to associate with only a subset of other states (Figure 7B). Hence, the typical domain of actively transcribed genes containing the TSS (state 1) tends to associate exclusively with chromatin states involving the 5′ half of genes and proximal promoters (states 2 and 3, respectively), whereas intragenic chromatin state 3 is preferentially flanked by the intragenic states 6 and 7 but not by chromatin state 4. Furthermore, Polycomb-associated chromatin (state 5) is commonly in contact with chromatin state 4 (also enriched in H3K27me3) but not with any other domain associated with active chromatin. At the same time, H3K27me3-enriched states 4 and 5 are the preferred chromatin domains to be in contact with the AT-rich heterochromatin (state 8) found largely interspersed in the euchromatic regions of chromosome arms that, in turn, is the chromatin state exclusively found to be present at the transition to the pericentromeric heterochromatin regions (state 9). From this analysis, chromatin state 4 appears as a communication hub, being the only state preferentially associated with the three main types of chromatin (Figure 7C): genic (through direct contact with state 2 and state 6), Polycomb repressed (state 5), and heterochromatin (through state 8).

The topographical association of different chromatin states can be graphically summarized as a network diagram in which the associated pairs are represented (Figure 7C). As expected, we found that the propensity between two chromatin states is related to the similarity of their average histone modifications (see Methods and Supplemental Figure 8).

We observed that the propensity network is a more stringent representation, since not all similar pairs showed a positive propensity to associate. It is clear that the two extreme chromatin states in terms of chromatin features, i.e., fully active and fully repressed (states 1 and 9), are the most physically distant in

![Figure 4. Genome-Wide Annotation of the Arabidopsis Chromatin Defined by Specific Signatures.](image-url)

**A** Fraction of the genome (indicated as a percentage in parenthesis) occupied by each of the nine chromatin states.

**B** Fraction of chromatin domains (indicated as a percentage in parenthesis) occupied by each of the nine chromatin states.

**C** Size distribution of chromatin domains. See text for details. Box and whiskers show the minimum to the maximum of all data in each domain. The bar within the box depicts the median. The sample size for each domain appears in Supplemental Figure 5.
Figure 5. Localization of Chromatin States and Features Relative to Genomic Elements.

(A) The distribution of each chromatin state was determined around the TSSs (left panel) and the TTSs (right panel) of *Arabidopsis* genes. Colocalization analysis was performed taking into account the orientation of the transcription unit.

(B) Estimation of the relative enrichment of histone marks and DNA sequence features around the TSS and TTS.
and the displaced peak likely results from the oriented domain center as illustrated by the marks characteristic of active chromatin (state 1); (2) marks with a defined peak displaced from the oriented domain center as seen in histone modifications of chromatin present in promoters and the 5′-end of transcribed genes (states 2 and 3), where the displaced peak likely reflects the presence of another chromatin state nearby, e.g., state 1; and (3) marks distributed uniformly across the domain such as H3K27me3 in heterochromatin (states 8 and 9). These relationships of different histone marks may be of functional relevance, in agreement with previous observations (Deal and Henikoff, 2011; Henikoff and Shilatifard, 2011).

The relationships among various chromatin states are also evident when plotting each chromatin domain relative to the midpoint of all domains (Figure 8A). An example showing the topography of chromatin domains and transitions discussed above is shown in Figure 8B. Interestingly, recent experiments aimed at defining the chromosomal architecture of Arabidopsis nuclei using circular chromosome conformation capture (4C) revealed that the linear organization of the genome is largely translated into the genome-wide interactome (Grob et al., 2013). This is evident for interactions between euchromatic and heterochromatic regions. It would be relevant in the future to evaluate such 4C interactions between the various chromatin states identified in our study.

**Genomic Motifs**

Finally, we extended this analysis by computing all combinations of chromatin domains ranging from three to nine elements. Figure 9A represents the most numerous combinations for each number of elements, selecting only those combinations that occur more frequently than expected based on the lower number of elements. These frequent motifs can be attributed to three major chromatin meta-states: (1) Polycomb-repressed chromatin is mainly represented by the sequence of states 4-5-4-5 and its extensions; (2) typical heterochromatin is frequently formed by repeated tracts of chromatin states 8 and 9; and (3) the euchromatin, the more common and likely functionally relevant motif in TSS chromatin (state 1) flanked by states 2 and 3. This motif is by far the most frequent combination of three chromatin states, and it is frequently flanked by chromatin of distal regulatory regions (state 4) on its 5′ side, in the direction of transcription, and by chromatin states 6 or 7 on the 3′ side (Figure 9A; see also Figure 8B), leading to the consensus domain sequence 5-4-2-1-3-(7)-6-4-2, whose fragments and variations characterize the open chromatin. Two other important motifs of three elements in euchromatin are 3-7-6 (Figure 9B), which characterizes long transcriptional units (note that state 7 almost only occurs flanked by states 3 and 6) and 1-3-6, which characterizes medium-sized genes. When we computed the motifs associated with transcribed sequences, we found three main classes of transcriptional units based on the specific association of chromatin domains and gene size: (1) those that are contained within a unique domain, mostly of a bivalent (state 2) or repressed type (states 5, 8, and 9), and with a tendency to be associated with short genes; (2) those containing the sequence 1-3-7-(6), preferentially associated with the longest genes; and (3) those containing the sequence 1-3-6, with genes of intermediate size (Figure 9B).

**Conclusions**

The arsenal of molecular features that characterize the chromatin of eukaryotic organisms is large, such as local nucleosome content, histone variants, histone modifications, and DNA methylation, and one could expect that the epigenomic landscape should be very rich in combinatorial properties. Strikingly, however, current studies have unveiled a relatively simple linear organization of the epigenomic landscape (Filion et al., 2010; Kharchenko et al., 2011; Roudier et al., 2011; Ernst and Kellis, 2013). We speculate that this redundancy may serve to increase the functional robustness of the epigenome.
Given the combinatorial complexity of the epigenetic landscape, a more interpretable view of chromatin organization requires reducing the dimensionality of the epigenomic data, which we have achieved through PCA. Here, we present an objective estimate of the number of chromatin states by determining the optimum number of principal components with a criterion of maximum intercluster separation. As a result, we obtained a high-resolution topography of the Arabidopsis genome with the following major findings. (1) Four different chromatin states enriched in genes can be identified each with its own functional role: chromatin around TSS and enriched in histone modifications associated with active genes (state 1); the most accessible chromatin that tends to colocalize with the start of coding sequences (state 3); chromatin colocalizing with TTS (state 6); and the facultative chromatin state, mainly associated with long genes and intronic regions and with enrichment in H3K4me1, H2Bub, and H3K36me3 marks (state 7), in agreement with its localization over gene bodies. (2) Two types of heterochromatin states: the well-defined GC-rich heterochromatin (state 9) and a previously unnoticed AT-rich heterochromatin (state 8) interspersed within the typical heterochromatin, less inaccessible, less rich in histone modifications associated with repressed chromatin and with a much smaller typical domain size. These less inactivated areas belonging to state 8 can have an important role in facilitating the access of DNA-interacting proteins to the heterochromatin. (3) Three chromatin states enriched in the distinctive Polycomb mark H3K27me3: the classical Polycomb chromatin (state 5), depleted in all other marks; a H3K27me3-containing chromatin that has some histone modifications of active chromatin (state 4); and another H3K27me3-containing chromatin, located just upstream of the TSS and enriched in proximal promoter regions (state 2), which is the second most active state according to the first principal component. When further analyzing this unexpected coexistence of active/repressive marks (e.g., H3K4me3 and H3K27me3), using state 2 as an example, we observe that a subpopulation of cells in the young seedling indeed harbors both modifications in the same chromatin fiber. These states, in particular states 2 and 4, have an AT content larger than the average of the genome, they are prevalently intergenic, and they tend to be organized along the sequence of states 5–4–2. This mosaic structure of interspersed active and inactive regions seems to be an important characteristic of the linear organization of the genome. (4) Chromatin states show differential
Figure 8. Local Relationships of Chromatin States.

(A) The distribution of each chromatin state determined around the center of the domain taking into account the transcription-based orientation of each domain.

(B) Genome browser view of the color-coded chromatin domain annotation over an ~50-kb region of the Arabidopsis Chromosome 1 (coordinates correspond to the TAIR10 version). Representative chromatin states in gene-dense and gene-poor regions, the chromatin state transition propensities, and the chromatin features of specific loci are highlighted in this epigenomic landscape.
preferences to associate with each other. Chromatin state 1 is flanked only by state 3 and state 2, and almost always according to the sequence 2-1-3 (along the direction of transcription). This is one of the most important examples of a reduced number of chromatin motifs that simplify even further the linear organization of the chromatin of Arabidopsis. The motif 2-1-3 most likely has a functional role in facilitating transcription, with the AT-rich and nucleosome-poor chromatin (state 2) upstream of chromatin where the TSS is preferentially located and containing histone modifications associated with active genes (state 1), followed by the less active but more accessible chromatin (state 3), probably due to the presence of labile nucleosomes at the 5' end of genes. Other important chromatin motifs in the euchromatin are (1) 1-3-7-(6), which characterizes long genes where the relatively rare chromatin marked by H3K4me1, H2Bub, and H3K36me3 (state 7) probably facilitates the processivity of transcription, and (2) 1-3-6, which characterizes medium-sized genes. Motifs that associate with Polycomb-repressed chromatin consist of domain sequences characterized by the alternation of more and less active domains, such as 4-5-4, 5-4-2, and 4-5-4-5. Finally, the heterochromatin is characterized by long stretches of the domain combination 8-9-8-9... Strikingly, state 9 cannot be contiguous to almost any other state except the AT-rich heterochromatin state 8, 9-8-4 (or to a lesser extent 9-8-5) being the typical sequence through which the heterochromatin communicates with Polycomb-repressed chromatin.

Together, our data could serve the basis to anticipate expression patterns of genes of interest based on the associated combination of chromatin domains. It will be interesting to study the evolutionary relationships of the peculiar simplicity and redundancy of chromatin and genome organization, as well as their functional relevance.

Figure 9. Domain Combinations.

(A) Most frequent combinations of chromatin states according to propensities between neighbors (total number in the genome at the right side of the panel).

(B) Relationship between chromatin domain combination and gene length (in kilobases; indicated at the right side of the panel). The size of each combination was made proportional to the gene length. Note that combinations containing the pair 7-6 tend to be associated with longer genes.
METHODS

Plant Material

For the sequential ChIP experiment, Arabidopsis thaliana seedlings (Columbia-0 ecotype) were grown in Murashige and Skoog medium supplemented with 1% (w/v) sucrose and 1% (w/v) agar in a 16-h:8-h light/dark regime at 22°C. For the ChIP-chip experiments, plants were grown on soil under 24-h light.

ChIP and Microarray (chip)

The H3K9ac and H3K14ac ChIP analyses were performed using the aboveground tissues of 3-week-old seedlings and the Affymetrix Arabidopsis Tiling 1.0R arrays as described (Costas et al., 2011). Antibodies used for H3K9ac, H3K14ac, and H4K5ac are AB4441 (Abcam; lot number 511238), 07-353 (Millipore; lot number DAM1462567), and 08-759 (Millipore; lot number DAM1549961), respectively. The H3 ChIP control was performed using an antibody from Abcam (ab1791). Data sets are deposited at the National Center for Biotechnology Information Gene Expression Omnibus under accession code GSE54489.

Sequential ChIP (Re-ChIP)

Sequential ChIP experiments were performed using 10-d-old seedlings. The plantlets were cross-linked with 1% formaldehyde by vacuum infiltration and quenched with 0.125 M glycine. After grinding, nuclei were isolated in extraction buffer (10 mM Tris-HCl pH 8.0, 0.25 M sucrose, 10 mM MgCl2, 1% Triton X-100, and protease inhibitors). Nuclei were pelleted by centrifugation, resuspended in lysis buffer (50 mM Tris-HCl, pH 8.0, 10 mM EDTA, and 1% SDS) and disrupted by sonication in a Bioruptor (Diagenode), yielding genomic fragments of 200 to 600 bp. For each ChIP/re-ChIP assay, 8 to 15 µg of DNA/protein complexes was immunoprecipitated with α-H3K27me3 (Upstate 07-449; Abcam ab6002) and α-H3K4me3 (Abcam ab8580) using the Re-ChIP-IT kit (Active Motif) and following the manufacturer’s instructions. After the de-cross-linking step, DNA was extracted with phenol:chloroform:isoamyl alcohol (25:24:1), ethanol precipitated, and resuspended in TE. Quantitative real-time PCR was performed in an ABI Prism 7900HT detection system (Applied Biosystems) using GoTaq pPCR Master Mix (Promega). The sequence of primers used in this analysis is provided in Supplemental Table 1.

Genomic Profiles

Experimental details and the source of material of published epigenomic data sets are provided in Supplemental Data Set 1. All these data sets were converted into TAIR9 compatible coordinates. The profiles of each epigenetic feature were standardized and normalized in windows of size w ranging from 90 to 360 bp. In short, each profile was averaged in each window. Since some windows did not contain any data, the resulting profile was smoothed over five adjacent windows centered on the target window with weighting coefficients of 1 for the target window, s for neighboring windows, and s2 for the next neighbors if data were present, or otherwise 0. We determined nearly optimal values of the window size w and smoothing parameter s as explained below, finding that the optimal values are w = 150 bp and s = 0.1. This analysis shows that smoothing improves the likelihood values, as expected, since it takes care of missing data without modifying too many windows for which data are available, but it does not change the properties of the states qualitatively.

Importantly, histone modification marks H2Bub, H3K4me2, H3K4me3, H3K27me1, H3K27me3, and H3K36me3 were normalized by the local H3 content and the H3.1 and H3.3 contents by their geometric mean, so that one of these marks became redundant and was not used in the computation. Finally, each profile was shifted by subtracting its mean over the whole genome. In this way, we obtained a standardized value of each epigenomic mark at each window of the Arabidopsis genome (794,305 windows for the optimal window size w = 150 bp).

The RNA-seq data alignment sets used in Figure 1, corresponding to 2-week-old wild-type seedlings of Arabidopsis ecotype Columbia-0, were downloaded in SAM format from the Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/). SAM files were converted into PILEUP format using SAMTOOLS (http://samtools.sourceforge.net/). Finally, expression levels (reads normalized per kilobase and million reads) were calculated from PILEUP format files using a Perl script.

Clustering of Principal Components

The dimensionality of the 16 epigenomic and genomic variables was reduced by a PCA. For the optimal window size, only the first three PCs contribute to the variance more than the average component, which suggests that the dimensionality reduction should improve the results, as we directly verified (see next section). The first n PCs were clustered by fitting their sequence to a Hidden Markov Model (HMM) with K hidden states described as in the previous case, and also accounting for the transition probabilities from each state to the other ones. The K(n+n+1)/2 parameters of the HMM and the assignment of each genomic window to one of the K states were computed iteratively through a standard algorithm that works iterating two steps: First, the weights of each window in each hidden state that maximizes the a posteriori probability is computed with the Viterbi algorithm and then weights are used to determine parameters for each state. When the algorithm converges, each window is assigned to the hidden states with maximum posterior probability. The computation was performed K = 1 times with different initial parameters derived from the K = 1 clusters identified at the previous step, randomly splitting each of the K = 1 clusters to generate different sets of initial parameters. We verified that the similarity between the final states obtained for different initial conditions is very large, more than 90% for more than K = 4 states and often almost 100% similarity. For each number n of PCs, the clustering procedure was performed for K ranging from 1 to 16. We measured the Bayes Information Criterion (BIC) and Akaike Information Criterion (AIC) scores, which score the log of the likelihood L of the observed components, given the HMM model and the parameters, penalizing the number of parameters Npara, which increases with the number of states, according to the AIC (AIC = 2log(L) + 2Npara) and the more stringent BIC (BIC = 2log(L) + Npara log(Nwindows)), where Nwindows is the number of windows considered in the computation. We also measured the maximum and average intercluster similarity. We found that both the BIC and the AIC scores improve for larger numbers of clusters, but the clusters become more and more similar so that distinguishing them provides less and less information. The algorithm that carries out these computations was programmed by us.

Parameter Optimization and Robustness of the Analysis

Choosing optimal parameters is probably the most important part of any computational analysis. In this case, there are four main parameters to optimize: (1) the size w of the windows in which histone modification data are averaged; (2) the smoothing parameter s; (3) the number n of PCs used in the clustering procedure; and (4) the number of clusters K, the most important parameter as it may have a biological significance if a clear optimum emerges from the analysis. Due to the intensiveness of the calculations, it is not possible to explore parameter space exhaustively. For every set of tested parameters, we clustered our data by fitting the sequence of the properties of each cluster with the HMM and for each number of clusters we determined the maximum value of the intercluster similarity measured as the cosine between the vectors defined by the
mean marks in the state, Sim(a,b)=$\sum_j M_{bj}/\sqrt{\sum_i M_{ij}^2}$, where $M_{bj}$ is the mean value of the $j$-th mark in state $a$. This measure was used as an objective function, since minimizing it optimizes the distinction between different states. We made an initial guess of parameters and plotted the objective function versus the parameters of the analysis, finding candidate optimal parameters $w = 150$, $s = 0.10$, and $n = 4$. Subsequently, we verified that these parameters are at a local optimum, measuring the objective function varying one parameter at a time, as shown in Figure 1A. The results shown in the text were obtained with these optimized parameters.

To determine the optimal number of states, we observed that the maximum interstate similarity is $q = 0.76$ for eight states, $q = 0.80$ for nine states, and it grows to $q = 0.86$ for 10 states, suggesting that the additional state is very similar to the ones that have been already found. Moreover, we examined the properties of the new state, finding that it only provides minor distinctions with respect to the nine states, rendering essentially the same biological information in a more economic way.

The robustness of the procedure is shown by the average values of the properties of the nine states for window size $w = 120$ (Supplemental Figure 10A) or $w = 180$ (Supplemental Figure 10C). These profiles are similar to each other and to the standard window $w = 150$. We also found that not performing the smoothing ($s = 0$; Supplemental Figure 10B) yielded qualitatively similar profiles, although it worsens the intercluster separation. Finally, if the GC content (which strictly speaking is not an epigenetic property) is not included, the analysis is worse, but the result does not change qualitatively, in particular we can still distinguish the two heterochromatin states 8 and 9 with different accessibility (Supplemental Figure 4; Figure 6).

Network of Chromatin Domains

The propensity of domains of states $a$ and $b$ being adjacent along the genome was computed as $\text{Prop}(a,b) = \log(f(a,b)) - \log(f(a)f(b))$, where $f(a,b)$ is the frequency of adjacent pairs of type $a$ and $b$, and $f(n)$ is the frequency of type $n$. Positive propensity characterizes pairs that co-occur more frequently than expected at random. The propensity between two states is related to the similarities of the average marks of each state, $\text{Sim}(a,b)$ defined above. This procedure was extended to the computation of all sequences of states of length $l$, with $l$ ranging from 3 to 9. Since a given chromatin domain sequence could not be distinguished from the complementary one, for instance 2-1-3 and 3-1-2, complementary sequences were grouped together. Sequences were ranked according to their number in the genome. To assess whether a sequence of length $l$ was significantly overrepresented, its probability was computed based on the two sequences of length $l-1$ contained in it and the transition probabilities. Only sequences that are overrepresented more than a given threshold (0.3 logarithmic units) were considered for Figure 9.

Quantification of Chromatin States at Various Genomic Elements

The TAIR10 annotation file containing coordinates of each genomic element of the Arabidopsis genome, including transposable elements, was downloaded from the TAIR website (ftp://ftp.arabidopsis.org/home/tair/Genes/TAIR10_genome_release/TAIR10_gff3/TAIR10_GFF3_genes_transposons.gff). The file containing coordinates of chromatin states was compared with the annotation file to compute the length (in base pairs) of each genomic element corresponding to every chromatin state. In addition to the defined genomic elements, a “promoter region” was defined as either the 0.65- or 1-kb region immediately upstream of the TSS of each gene. In the case of overlaps between a “transposable element” and a “transposable element gene,” the overlapping fragment was assigned to the “transposable element gene” class. Raw base pair counts of each genomic element in each chromatin state were normalized with the cumulative base pair length of each chromatin state.

Relationship between Chromatin States, Gene Size, and DNase I Accessibility

For each transcriptional unit, its overlap with genomic domains was computed by: (1) counting the number of units that overlap with one domain of each given type and (2) calculating the mean length of these overlapping genes. For accessibility analysis, each accessible and inaccessible region’s data sets (Shu et al., 2012) was overlapped with domains of each given type and the overlapping length divided by the total length of domains of this type was calculated.

Accession Numbers

Gene Expression Omnibus data sets mentioned in this study are under the following accession numbers: GSM852792, GSM852793, and GSM852794.
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